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ABSTRACT: Turbulent kinetic energy and thermal variance dissipation rates € and x, buoyancy flux J,, diffusivity k,,
and mixing coefficient ' =7, , € |, which is simply related to the mixing efficiency R = (1+T7H7! are estimated from
highly resolved microstructure measurements collected in a submarine canyon that has been previously shown to be
experiencing near-bottom diapycnal upwelling. It is demonstrated that turbulence arises primarily from the convective in-
stability of the internal tide. Twelve tidally resolving stations (12-48 h long) were conducted, wherein profiles were col-
lected from between 5-15 m and 400 m above the bottom every 13-15 min using a custom turbulence vehicle. Turbulent
buoyancy flux is estimated using the Osborn and Winters and D’Asaro methods, allowing direct estimation of the mixing
coefficient as a function of time, temperature, and height above bottom. Turbulent dissipation and buoyancy flux generally in-
crease toward the seafloor. The associated turbulent diapycnal diffusivity is 107*-1072 m? s~ L. Observed I'is ~02 = 0.05
near the top of our measurement range, as expected in the ocean interior, and increases to 0.3-0.7 approaching the bottom,
consistent with turbulence generated by convective instability.

SIGNIFICANCE STATEMENT: We report detailed direct turbulence measurements very close to the seafloor in a
submarine canyon that are well resolved enough in time to confidently understand the processes responsible for the
turbulence. We compute the fraction of turbulent power that goes toward mixing, which is an important quantity to un-
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derstand the role of turbulence in supporting the ocean’s large-scale circulation.

KEYWORDS: Abyssal circulation; Diapycnal mixing; Mixing; Thermohaline circulation

1. Introduction

Our understanding of the impact of turbulent mixing on the
ocean’s general circulation has advanced greatly since the
groundbreaking work of Munk (1966). Munk estimated a basin-
averaged turbulent diffusivity of approximately 10™* m* s~ via
a balance between turbulent heat transport and deepwater for-
mation at the poles. Diffusivity was understood to be a proxy
for weak interior mixing with turbulent hotspots. The search
was then on for whether there was “enough mixing.” Work in
the 1990s (Munk and Wunsch 1998; Wunsch and Ferrari 2004)
took an energetics approach (“Are there enough terawatts?”),
noting the inferred total amount of available power for the tur-
bulence (from the winds and the tides). The most recent turn of
events has further moved to a watermass modification view
(“Can the buoyancy flux divergence affect the needed water-
mass modification?”). Specifically, St. Laurent et al. (2001),
Ferrari et al. (2016), McDougall and Ferrari (2017), and de
Lavergne et al. (2016) noted that if turbulent buoyancy flux in-
creases toward the seafloor, then a 1D model implies diapycnal
downwelling, not upwelling, which is presumably inconsistent
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with a steady-state balance. (Munk’s constant-diffusivity model
obtained upwelling because of the curvature in the ocean’s
stratification profile.) The apparent paradox may be resolved by
allowing upward flow along a sloping seafloor (Ferrari et al.
2016), but observations of such bottom-confined upwelling
flows are scarce and the physics driving them is not understood.

The debate, which is well summarized by Polzin and
McDougall (2022), is an old one, beginning with early discus-
sions over the nature of the bottom boundary layer (Armi
1978; Garrett 1979). The efficiency of turbulent mixing Ry,
which is closely related to the “mixing coefficient” I' com-
puted here as the ratio of the turbulent buoyancy flux J, to
the dissipation rate e, is intimately wrapped up in all of these
discussions. It is often said that I' is a physically irrelevant
quantity, only important in relating e (which we can measure)
to the mixing, which we want to know. However, when con-
straints on the available power for turbulence are known,
such as the internal tide conversion rate or the rate of wind
work, the mixing efficiency is of fundamental importance be-
cause it governs the amount of mixing possible per power
(Munk and Wunsch 1998). Since climate simulations are known
to be sensitive to modeled variations in I" (de Lavergne et al.
2016; Cimoli et al. 2019), and I' may depend on the breaking
mechanism of the larger-scale motions, it is well worth studying.
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In the context of the “upside down mixing” paradigm (Ferrari
et al. 2016), a one-dimensional balance producing net upwelling
near the bottom requires a mixing coefficient below the interior
value, which is thought to be 0.2 (Osborn 1980; Ledwell et al.
1993). In a well-mixed boundary layer, this makes sense, but
what about in an energetically tidally forced flow with vigorous
flushing of the mixed water into the interior?

Substantial evidence supports I' = 0.2 in the ocean interior.
The first class of evidence is a comparison of diffusivity esti-
mated from direct tracer release and from microstructure esti-
mates (Ledwell et al. 1993; Gregg et al. 2018). The second
(e.g., Moum 1996; Monismith et al. 2018; Ijichi et al. 2020)
stems from studies that estimate I" by comparing buoyancy
flux from e following Osborn (1980, henceforth O80) and
from y following Osborn and Cox (1972, henceforth OC72).
On the other hand, it is known that [I'| = 1 (R; = 0.5) in pure
convection (Shay and Gregg 1984; Moum et al. 2002; Dalziel
et al. 2008; Gayen et al. 2013), since the dominant balance is
between dissipation and buoyancy flux. Ijichi et al. (2020)
found I increasing toward the seafloor, potentially consistent
with convective instability playing a greater role near the bot-
tom. Additional evidence from modeling studies of submeso-
scale flows by Chor et al. (2022) indicates that when symmetric
and centrifugal instabilities are at work, I" might be higher (up
to ~0.4), but this has not been observed aside from indirect
evidence presented in Spingys et al. (2021) and Cyr and Van
Haren (2016). Hence, the dependence of I' on the breaking
mechanism and its variability approaching the seafloor re-
quires more study.

In this study, we use a first-principle rederivation of the
Osborn—-Cox method (Winters and D’Asaro 1996, henceforth
WDY6) to compute buoyancy flux on temperature surfaces.
While the OC72 and WD96 techniques should be equivalent
with enough data, we use WD96 because (i) it is the more
fundamental quantity and converges faster since it explicitly
targets the diabatic (turbulent) fluxes rather than the internal-
wave-driven adiabatic contributions that must be averaged
out when using OC72 or correlation methods (Polzin et al.
2021); and (ii) buoyancy flux from WD96 is an intrinsically
isopycnal quantity, matching our focus on processes occurring
along and across isopycnals in this paper.

Unlike previous statistical studies of I' such as Moum
(1996), Monismith et al. (2018), and Ijichi et al. (2020), the
high time resolution of our data allows a process-oriented ap-
proach where the breaking events are resolved in time. This
ability to glimpse the time evolution of turbulence is aided by
our profiler more closely following the flow than most micro-
structure profilers because the ship was stationary rather than
steaming through the water. Ongoing work reported elsewhere
will focus on the time-dependent details of mixing efficiency,
the ratio of Thorpe and Ozmidov scales, and the buoyancy flux
in a reference frame following individual events, for which there
is some theoretical context (e.g., Smyth et al. 2001; Mashayek
et al. 2021). Here, we describe the phenomenology of the turbu-
lence and the essential physics leading to it and report the bulk
profiles of J, and I'.

Our study is contextualized by the other measurements made
as part of the boundary layer turbulence (BLT) experiment, a
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multinational effort to address some of the issues described
above. The experiment used covariance flux measuring moor-
ings (Polzin et al. 2021), thermistor chain moorings (van Haren
et al. 2024), microstructure profiling (this work), and intentional
dye and tracer releases in the bottom boundary layer (Wynne-
Cattanach et al. 2024). The latter paper demonstrated that dia-
pycnal upwelling is occurring at the time and place of our
measurements: (i) a mean up-canyon flow of about 0.02 m s ™",
which in steady state must be balanced by diapycnal flow of
about 100 m day !, and (ii) a short-term dye release tracked
for 2 days indicating dye crossing isopycnals at approximately
the same rate (Wynne-Cattanach et al. 2024). An aim of BLT
is to reconcile the observed upwelling with our detailed process
observations of turbulence. To preview, we here find I' = 0.2
well away from the bottom, increasing to 0.3-0.7 approaching
the bottom—possibly consistent with the observed dominance
in the region of convective instability, which we demonstrated
here is the dominant mechanism. However, I' never drops be-
low 0.2 near the bottom as expected for a time-invariant 1D
bottom boundary layer (Garrett 2001). Likewise, € and J;, gen-
erally increase toward the seafloor, as often observed (e.g.,
Polzin et al. 1997). Hence, a 1D model cannot explain the ob-
served upwelling unless the needed reductions in J, occur be-
low our measurements, which are often within 5-10 m of the
seafloor.

2. Data and methods
a. The boundary layer turbulence experiment

The experiment took place in three main cruises in July
2021, October 2021, and July 2022 aboard the British vessel
RRS Discovery. The experiment site (Figs. 1 and 2), a subma-
rine canyon in the Rockall Trough off Ireland, was selected
for its relatively weak mesoscale eddy field and strong internal
tide. Overall, a short-term dye cloud was released in the bot-
tom boundary layer and extensively sampled during the first
cruise (Wynne-Cattanach et al. 2024); moorings were de-
ployed on the first cruise, turned around on the second cruise,
and recovered on the third cruise (van Haren et al. 2024); a
long-term tracer release was conducted on the first cruise and
sampled on all three cruises, and turbulence measurements
(with a total of four different turbulence instruments) were
conducted on all three cruises. These measurements are all
discussed elsewhere; the tidally resolving turbulence measure-
ments discussed in this paper were conducted on the first and
third cruises.

The submarine canyon occupied during BLT is typical of
other submarine canyons (e.g., Petruncio et al. 1998; Lee et al.
2009; Alford and MacCready 2014; Waterhouse et al. 2017) in
many regards. Specifically, its thalweg is nearly critical over
much of its length with respect to the dominant semidiurnal
tides in the region, as shown by the ray (Fig. 2, dashed). Mov-
ing inshore, the thalweg becomes supercritical past km 18. At
most stations, measured tidally averaged dissipation € in-
creases toward the seafloor (Fig. 2, top), as typically observed
(Polzin et al. 1997) and consistent with breaking internal tides
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FI1G. 1. (left) Overview map showing detailed location plotted at right. Contour spacing is 200 m. (right) Close-up
map showing the Rockall Trough bathymetry and the locations of our moorings (white) and epsi-fish stations (black).
Station number, time-series length, and spring/neap phase are indicated for each station. Contour spacing is 100 m.

dominating the turbulence. This assertion will be demon-
strated clearly in the ensuing time series.

Density in the depth range and region is dominated by tem-
perature (Wynne-Cattanach et al. 2024), with a density ratio
R, = ab,/BS, ~ 2.5 — 5.5, where « and f are the thermal and
haline expansion coefficients, respectively. Additionally, the
6-S curve in the bottom few hundred meters is very tight, indi-
cating minimal large-scale watermass variability and allowing
the use of isotherms and isopycnals to be used interchangeably.
Hence, we will use isotherms defined by potential temperature 6.
However, for these values of R,, unmeasured salinity fluxes
can cause temperature-based buoyancy fluxes to be biased
high by as much as R;l = 25%-40%, as discussed in the
appendix.

b. Turbulence profiling

Turbulence and temperature/salinity profiles were measured
with the “epsi-fish” profiler (Fig. 3), a custom vehicle built by
the Multiscale Ocean Dynamics (MOD) group at the Scripps
Institution of Oceanography, which carries the “epsilometer”
turbulence package (Le Boyer et al. 2021), a Seabird Elec-
tronics SBE-49 CTD and an altimeter for bottom detec-
tions. The instrument uses drag screens to descend at about
0.65 = 0.05ms™ .

The epsi-fish instrument is winched up after each profile at
approximately 2.5 m s~ ! with the MOD winch (Fig. 3), a high-
speed, direct-drive, autorendering electric winch descended
from the fast CTD winch (Klymak et al. 2008) initially built
by Rob Pinkel. A 9-m articulating boom ensures the profiler
is safely away from the ship’s hull and screws while profiling.
Because the vehicle falls freely to avoid cable tension that
would contaminate turbulence measurements, a powered
sheave is employed to pull the cable off the winch drum. Data
are telemetered back to the ship in real time up a four-
conductor cable with Kevlar braided strength members. As
will be discussed below, the epsi-fish is then swept up and
down canyon from the ship during each tidal cycle as it pro-
files the bottom 400 m.

Several modifications to the vehicle, data acquisition sys-
tem, and standard operating procedure were made for BLT,
where we required rapidly repeated profiles from a few hun-
dred meters to just a few meters above the bottom in water
depths ranging from 1200 to 2000 m. First, the winch drum
was modified for a longer 3000-m cable to account for the
deep bottom in the BLT canyon. Second, unlike typical ship-
board microstructure profiling where the ship steams ahead of
the profiler to ensure it does not surface under the ship, the
ship held position in dynamic positioning (DP) mode, mini-
mizing cable payout to ensure the profiler could get to the
bottom. Third, the vehicle was modified to clamp the drag
screens closed until the vehicle was a few hundred meters off
the bottom, when they were opened by sending a “pop the
chute” command down the cable to allow normal slow free
fall. The increased fall speed during the bulk of the descent
further reduced cable payout, increasing the number of
profiles that could be made without returning to the surface.
Fourth, tethered free-fall profilers require a careful match be-
tween payout speed and vehicle fall speed to not only avoid
tension on the cable (which contaminates turbulence meas-
urements) but also prevent too much excess cable in the water
which can both cause cable-damaging loops and also intro-
duce delays between the winch turning around and the vehicle
turning around, leading to bottom impacts. To effect this nec-
essary close match of the two speeds, the number of sheave
turns (not the drum, whose relationship with cable payout de-
pends on the amount of cable on the drum) was measured
precisely and displayed to the winch operator. Fifth, a crash
guard (Fig. 3) was added to protect the probes in case of bot-
tom impacts. Computational fluid dynamics (CFD) and field
tests with and without the guard were conducted to ensure
vortex shedding from the guard did not contaminate turbu-
lence measurements. Finally, real-time processing allowed an
immediate display of acceleration and turbulence quantities
to ensure no cable jerks were occurring owing to the tighter-
than-usual winch operation.

These improvements to the system, together with the rela-
tively low cost of the vehicle, allowed profiling to be done
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FIG. 2. Cross sections showing the canyon thalweg (Fig. 1; dashed) with mooring (MP1-2,
MAVSI1+4, and G1, where MP indicates a moored profiler and MAVS moorings are named because
they include the Nobska Modular Acoustic Velocimeter which is not used in this study) and epsi-fish
station locations (stnl-12). At the top, the station-mean dissipation rate (€) is plotted in color, with a
color bar at the lower right. A semidiurnal internal tide ray computed from measured CTD profiles
near moored profiler 1 (MP1) is shown in dashed for reference, indicating near criticality and super-
criticality on the lower and upper parts of the slope, respectively. Station number, time-series length,
and spring/neap phase are indicated for each station. The approximate lateral extent of each station
due to tidal advection of the epsi-fish profiler is shown with horizontal gray lines below each station.
Colors in (middle) and (bottom) represent stratification N? and diffusivity K, respectively.
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FIG. 3. The MOD winch and the epsi-fish profiler. Photo credit:
San Nguyen.

aggressively close to the bottom for such great water depths,
with a rapid repeat interval (approximately 14 min). Because
the associated Nyquist interval of 28 min is less than the mea-
sured buoyancy period at all depths (Fig. 4), the full internal
wave field is resolved, and multiple profiles are collected in
each turbulent event. At each of the 12 stations, profiles were
done from about 400 m from the bottom to 1-20 m from the
bottom (Fig. 5)—less for later stations as familiarity increased.
The vehicle hit the bottom approximately 20 times during the
two cruises with no ill effects to the sensors or the vehicle.

Overall, 1263 profiles were completed on the two cruises, plus
approximately 30 other profiles (not reported here) that were
not part of tidally resolving time stations. Station location, dura-
tion, and spring/neap timing are shown in Figs. 1 and 2. Note
that the epsi-fish is swept up and down canyon during each sta-
tion over a horizontal extent shown by the horizontal gray lines
in Fig. 2.

¢. Buoyancy flux and mixing efficiency calculations
1) COMPUTING € AND y

We first compute € using best practices from the Analysing
ocean turbulence observations to quantify mixing (ATOMIX)
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working group (Lueck et al. 2024). Shear probes were individ-
ually calibrated prior to and after the cruise. The reader is re-
ferred to Le Boyer et al. (2021) for details of the e calculation
from the epsi-fish. Sample spectra (Fig. 7, left) follow the
usual theoretical forms when binned versus € down to the ex-
pected noise floor of the instrument of ~2 X 1071 W kg™!
(Le Boyer et al. 2021), demonstrating that the atypical profil-
ing techniques described above do not affect the quality of
the shear data.

It is well known that the relatively slow response time 7
for FPO7 thermistors (8.9 ms; Gregg and Meagher 1980)
leads to underresolved temperature gradient spectra for
typical profiler speeds (e.g., Nash and Moum 2002). For ex-
ample, the 10% powerpoint at our vehicle’s fall speed is
33 cycles per meter. Underresolution increases with € be-
cause spectral roll-offs shift to higher wavenumbers for
stronger turbulence through the Batchelor wavenumber
kp ~ € giving rise to potential e-dependent biases in I’
which is proportional to their ratio (Peterson and Fer 2014;
Tjichi and Hibiya 2018).

To account for this effect, we first correct our measured
spectra using the Gregg and Meagher (1980) transfer function
with 7 = 8.9 ms and then compute x from a model spec-
trum Batchelor (1967) calculated for the measured e that
is fit to the observed spectrum over a wavenumber range
2 cpm < k < kyoise- The term ke i computed as usual
as the wavenumber where the measured signal is twice the
Johnson noise of the thermistor circuit.

Thermal dissipation rate computed using this method Xcorr
and from integrating the observed corrected spectrum rather
than the model spectrum Y,y agree within 25% above 1100 m
where € is O(10%)W kg~ ! (Figs. 6a,b), but the ratio xraw/Xcorr
drops to 0.3-0.5 below 1100-m depth, where less of the spec-
trum is resolved because of the greater Batchelor wavenumber
where € is O(107")W kg™ L. In spite of the 2-3X magnitude of
the corrections on individual y estimates, they have only a
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FIG. 4. (left) Measured station-mean buoyancy frequency at station 12. (right) The associated buoyancy period com-
pared to the mean sample and Nyquist intervals of 14 and 28 min, respectively (dashed).
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modest impact on our estimates of station-mean mixing
coefficient.

Since Fig. 6 is a demonstration for a particular patch, we also
include a plot with more averaging to demonstrate the quality
of the temperature gradient spectra. As also shown in Le Boyer
et al. (2021), temperature gradient spectra averaged together
for like values of € and y (Fig. 7, right) follow the expected
Batchelor spectrum down to e values near 1071° W kg%, but
noise and sensor response preclude its full resolution as de-
scribed above. The slight observed elevation of the observed
temperature gradient at low wavenumbers could potentially be
due to internal wave motions and other “fine structures” that
might be expected to be nonturbulent, but the contributions of
these low-wavenumber motions to the observed spectra range
from only 1.6%-4.4%. Since we integrate the best-fit theoretical
spectrum, the potential impact on y estimates is even less.

For the first three stations, an earlier set of thermistors was
used, which turned out to have drift issues that precluded reli-
able calibrations. Hence, x (and therefore J, and I') is not
computed for those stations.

2) THEORY

We use the diascalar flux formalism and buoyancy flux recipe
for vertical profiles of WD96, choosing it over OC72 for the rea-
sons indicated above. The diascalar flux ® that of potential tem-
perature 6 in this case is exactly given by WD96’s Eq. (7):

=-K dz,

<Dd do

(VeP)... (1)

where K is the molecular diffusivity of heat, z* is a diascalar
coordinate obtained by three-dimensionally sorting the scalar
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field to the minimum available potential energy state, and av-
eraging is done along constant values of z*.

This WD96 estimate of the temperature flux is to be com-
pared with the OC72 expression:

-1
5 =KL 0) wop) @)

where primes represent the fluctuations about a Reynolds
average.

As noted in WD96, (1) and (2) involve the scalar flux and
have similar forms, but are fundamentally different in that (1)
is the diabatic flux alone and therefore must be downgradient;
(2) is the vertical flux which includes advective components
and therefore can have either sign.

Equation (1) is generally not calculable from observational
data owing to the need to sort in three dimensions over the
full fluid volume in order to compute z*. However, WD96
provides a recipe for estimating (6) on a set of j isothermal
surfaces 6; from microstructure data that will converge to (6)
for a large number of profiles NV:

@0 = k{5 ) oo, G)

Here, z* is the sorted vertical coordinate after restoring the
potential temperature profile to static stability and () refers to
an average over N profiles on each isotherm 6;. In our data, N
ranges from 40 to 160, with averages always encompassing at
least one tidal cycle.

The desired buoyancy flux can be computed from the
above expressions for temperature flux' by taking our stan-
dard definitions:

x =2K{(Ve'[) and 4)
J,=w'b) = —% W'p') = —ga(w'd), (%)

from which we can finally substitute to get the expressions for
the buoyancy flux:

wpo6 gy — 8% (X
Iy () =5 o (6)
where (x) is the mean thermal dissipation rate on each iso-
therm j and (9:) is the mean temperature gradient over N
profiles with respect to the vertically sorted diapycnal coordi-
nate z*.
An analogous estimate of the buoyancy flux from O80 as-
suming I' = 0.2 is given by

T9%(07) = 0.2€(0). ™

! Unmeasured salinity fluxes can bias temperature-only buoy-
-1 . . .
ancy fluxes by as much as R, as discussed in the appendix.
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FIG. 6. Demonstration of y calculation and corrections. (a) An example € profile (station 5; profile 35). The black dashed line in
(a)—(c) gives the depth of the spectrum plotted in (d). (b) The term yx estimated from integrating the resolved measured spectrum out to the
cutoff wavenumber (gray) and from integrating the theoretical spectrum fitted over the resolved part of the spectrum (black). (c) The ratio
of uncorrected to corrected . (d) Sample unaveraged temperature gradient spectrum (after time response correction) from the depth indi-
cated in (a)—(c) (dashed) showing the temperature gradient spectrum (black), the cutoff wavenumber k.. and the best-fit model spectrum
(Kraichnan 1968), fitted up to kpoise (gray). The Batchelor (1967) and Kraichnan (1968) model spectra are shown for comparison.

If " does in fact equal 0.2 and all of our assumptions hold,
the two buoyancy flux estimates should be equal. An observa-
tional estimate of I' on each isotherm is then given by

JXVDQ(’((-)j)

oy = A
O ="

®)

Moum (1996), Monismith et al. (2018), and Ijichi et al.
(2020) all used (8) but with J, computed from OC72 rather
than WD96. With enough data, the two methods should be
equivalent.

Finally, mixing efficiency or flux Richardson number, the
ratio of buoyancy flux to production, is related to the mixing
coefficient I" via

1

R =——, 9
For+r! ©)

as can be easily shown from the well-known expression for time-
mean turbulent kinetic energy, production equals buoyancy flux
plus dissipation. The term Ry = J,P~!, while T" = J,e . For con-
sistency with past work, we will present estimates of mixing coef-
ficient ', where the hat indicates our N-profile observational
estimate.

3) CONFIDENCE INTERVALS

Since €, x, J», and [" are all approximately lognormal varia-
bles, as expected [Gurvich and Yaglom (1993), but see Cael
and Mashayek (2021)], confidence intervals are computed fol-
lowing Gregg et al. (1993). Specifically, probability density
functions of each quantity are computed in order to estimate
the “intermittency” oy, for each of the above variables x. The
term oy, = 2.0 for €, x, and J, and 1.0 for I". The confidence
limits for a large number of uncorrelated samples n are then
given by Egs. (17) and (18) of Gregg et al. (1993).

The only art is then in determining the number of uncorre-
lated samples. To obtain conservative confidence limits, we
assumed no additional degrees of freedom were obtained by
vertically averaging, since adjacent samples in depth are cor-
related at scales smaller than 10 m (Gregg et al. 1993). Most
microstructure datasets can safely assume successive samples
in time are uncorrelated; however, that is not necessarily the
case here given the fast profile interval. We therefore as-
sumed a decorrelation time scale of a buoyancy period 27N~
and used the rough rule of thumb that n = N/3 is one-third
the number of profiles N, since we sampled at approxi-
mately three times per buoyancy period (Fig. 4). In all cases,
n for our stations is large enough to justify the use of the
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FIG. 7. (left) Wavenumber spectra of shear binned by (black), with Nasmyth (1970) theoretical spectra (dashed).
(right) Temperature gradient wavenumber spectra binned by e and (black), with Batchelor (1967) theoretical spectra
overplotted (dashed). Error bars are shown for all spectra, and values for € and x bins are shown at the bottom of

each plot.

Gregg et al. (1993) formulas, though only barely in the case
of the shortest stations (N = 48). Error bars computed using
bootstrapping (not shown) gave very similar answers, sup-
porting these assumptions.

3. Results
a. Time-mean profiles

Station-mean e profiles (Fig. 2, top) are enhanced toward
the bottom, as generally observed (e.g., Polzin et al. 1997).
Though not our focus here, a visible enhancement of dissipa-
tion rate at repeated nearby stations at spring tide over neap
tide is seen (e.g., stations 2/7 and 5/8). In the following, we
will present case studies at a critical slope location (No. 7) and
two supercritical slope locations (No. 5 and No. 11). As can
be seen from Fig. 2, no stations were conducted atop subcriti-
cal slopes.

Station-mean buoyancy frequency squared (Fig. 2, middle)
shows the general reduction in stratification with increasing
depth seen in Fig. 4a. Beyond this tendency, stratification
does not decrease near the bottom as expected in 1D analyti-
cal solutions of time-mean flow over slopes (e.g., Garrett
2001). Such a lack of reduction in stratification near the bot-
tom has been observed before (e.g., van Haren and Gostiaux
2012).

Station-mean diapycnal diffusivity computed using the O80
formula (k) = 0.2((e)/(N*)) (Fig. 2, bottom) shows similar
bottom enhancement as seen in € (Fig. 2). Peak values are

010 %)m?s™! near the bottom, decreasing toward the
O(107%)m? s~! values expected for the ocean interior (Gregg
1989) near the top of each station. The rough decay scale at
most stations is generally 100-400 m [compared with 500 m
seen above the Mid-Atlantic Ridge, e.g., Polzin (2009)], but in
some profiles (e.g., 2 and 7), our 400-m vertical aperture is not
sufficient to see a significant decay.

b. Station 5 time series

We first present a 12-h station taken on the supercritical
part of the slope (Fig. 8). As stated above, the ship held posi-
tion at the station location, while the epsi-fish was lowered
quickly to a few hundred meters off the bottom. At that point,
the “pop the chute” command was sent, allowing the profiler
to repeatedly descend slowly until near the bottom. Except
for the drag on the line, the profiler essentially follows the lat-
eral flow until its deepest depth when it is rapidly winched up
again. As a result, the near-bottom cross-isobath flow sweeps
the profiler up canyon over 2 km, so that by 1330 UTC, the
water depth below the profiler is only 1200 m (black solid
line). Thus, it can be used to infer the phase of the flow even
without velocity measurements.

Data are presented both versus pressure (top) and versus
height above bottom (bottom). Dissipation rate e (left) is
strongly enhanced at the beginning of upslope flow, 0600
UTC, at around 1200 m, and immediately above the bottom
near 1030 UTC. Isopycnals (thin black and magenta) are far-
ther apart than average during these periods of elevated e,
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above bottom on average are plotted in magenta. Profile start times are indicated with ticks at the top. The bottom
depth measured from the epsi-fish’s altimeter is plotted in (top).

echoing past observations that turbulence occurs when isopyc-
nal strain reduces stratification (Alford and Pinkel 2000; Levine
and Boyd 2006). Here, density does not increase monotonically
owing to the large statically unstable region, giving multival-
ued isopycnal depths at those locations. As demonstrated
below, convective instability caused by the near-bottom in-
ternal tide shear, which is similar to tidal straining in estuar-
ies (Simpson et al. 1990), is the breaking mechanism. By
contrast, the later, shallower period of elevated dissipation
beginning around 1400 UTC and 300 m above the bottom
might be generated by shear instability. Such investigations
are the subject of other papers.

The profile interval of 13 min (Fig. 4 and ticks at the top of
Figs. 8-10) is rapid enough compared to the flow time scales
that the events are well resolved, with multiple profiles
through each. Of course, moored estimates from dense therm-
istor arrays (e.g., van Haren and Gostiaux 2012; van Haren

et al. 2024; Voet et al. 2024) are much faster, but do not allow
estimation of mixing efficiency.

Thermal dissipation rate x (middle) shows many of the
same patterns, but with the usual tendency to be high in re-
gions of high stratification as expected for a signal involving
temperature fluctuations. In fact, the relatively low x ob-
served in the strong e patches is initially suggestive of a low
mixing efficiency due to the weak stratification (right). This
naive interpretation will be shown to be incorrect in our di-
rect calculations below.

c. Station 7 time series

For comparison, station 7 (Fig. 9), which was taken near
neap tide where the slope was nearly critical, shows much
smaller vertical excursions of the bottom depth beneath the
epsi-fish, owing to both the smaller canyon slope and the
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FIG. 9. As in Fig. 8, but for station 7, above a near-critical slope.

weaker neap-tide flows. Isopycnal displacements are similar
to station 5, but turbulence is significantly weaker. The
phasing of the turbulence with respect to the up-canyon
flow is delayed somewhat relative to the last station, occur-
ring slightly after peak up-canyon flow. This phase shift,
which is also seen at the other near-critical stations (not
shown), is the main qualitative difference between the near-
and supercritical stations.

d. Station 12 time series

The longest and nearest-to-the-bottom station (Fig. 10) was
collected near spring tide. This 40-h station, most of whose
profiles are <10 m above bottom, shows clearly enhanced e
and yx and large vertical isopycnal displacements. Lateral ex-
cursions of the epsi-fish were strong, resulting in over 250-m
difference in the profile depth between maximum up- and
down-canyon tidal phases. While the long time series provides
good statistics for the buoyancy flux calculations to be pre-
sented next, a 12-h zoom (Fig. 11) is more useful for showing

the processes involved and the turbulence details. Now, simi-
larly enhanced turbulence, which again appears convective in
nature owing to the vertical and multivalued isopycnals in the
lower 50 m or so, is observed during up-canyon flow. How-
ever, at this station, turbulence is also enhanced on the down-
canyon flow, unlike most other stations. This pattern is seen
on the other tidal cycles measured at station 12 (Fig. 10), as
well as at nearby station 11.

e. Canyon dynamics and breaking mechanism

Having presented the basic time series of €, y, and N* at
our three sample stations 5, 7, and 12, we now present a de-
tailed comparison of three stations (3, 4, and 5) that were
near the MAVS2 mooring at 19.5 km (Fig. 2). We do this
comparison now before proceeding to the buoyancy flux
and mixing coefficient calculations in order to demonstrate
that convective instability by differential advection is the
dynamical mechanism leading to the observed near-bottom
turbulence.
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FIG. 10. As in Fig. 8, but for station 12, a supercritical location.

As was true for each of the three previous stations, up-canyon
velocity (Fig. 12a) is associated with a reduction in N? (Fig. 12b)
and heightened e (Fig. 12c). As pointed out in van Haren et al.
(2024), the flow 100200 m above the bottom exceeds that
nearer to the bottom. Assuming the flow near the bottom is par-
allel to the bottom, this sheared-up-canyon flow sweeps denser
fluid above lighter fluid, leading to statistically unstable condi-
tions that result in convective instability. The mechanism is the
same as demonstrated in a lake by Lorke et al. (2005), but here
the near-bottom shear extends not over ~2 m as in their study
but over 100-200 m, a region far too thick to be a frictional
boundary layer. Rather, the reduction in near-bottom velocity is
consistent with the form drag of a propagating internal gravity
wave encountering the slope. Though it is beyond the scope of
this work, the horizontal and vertical structures of the semidiur-
nal velocities are consistent with a low-mode internal Kelvin
wave (K. Polzin 2023, personal communication).

Taking the depth mean of each quantity over the bottom
100 m (Fig. 13), it is clear for stations 4 and 5 that depth-mean
stratification begins to drop (Fig. 13b) and depth-mean e

(Fig. 13c) begins to rise immediately when the differential
flow (flow near 100 m minus the bottommost measurement;
thick line) becomes positive, as expected for the differential
advection mechanism. Station 3 does not show strong modula-
tion in either N” or e, possibly because the station began after
the turbulence began.

We interpret the observed reduction in stratification as evi-
dence that convective instability produced by differential in-
ternal tide advection has led to the observed turbulence, as
demonstrated previously over other slopes (Hosegood et al.
2005; Alford et al. 2011). To prove this assertion quantita-
tively, we follow Moum et al. (2004), Lorke et al. (2005), and
Ruan et al. (2019) in computing the destabilizing buoyancy
flux associated with the differentially advected flow. We con-
sider a flow difference Au over a vertical distance H over a
bottom with slope B. If the near-bottom flow is parallel to the
bottom, then the along-slope density gradient equals the verti-
cal gradient times the bottom slope dp/dx = B(dpldz). Then,
the destabilizing buoyancy flux due to differential advection
equals
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If convective instability rather than shear instability is the
energy source for the turbulence, then Jﬁd" = ¢, in contrast to
the three-term “production equals dissipation plus buoyancy
flux” balance P = J, — e expected for shear instability where
production is the energy source. As discussed, in this situa-
tion, a mixing coefficient of 1 is expected as described above
since J;, = €.

The time rate of change of the stratification (N?)/t equals

a(N?) _ T
(at - 11;2 ' (b

Taking values g = 9.8 m s ! po = 1026 kg m >, H=100m,
B = 0.08, and an initial stratification of N2 =4 X 107%s72, as
observed, the predicted stratification rate at stations 4 and 5
(Fig. 13b, dashed) agrees very well with the observed reduc-
tion in both timing and magnitude.

The timing of the advective destabilizing buoyancy flux
agrees very well with the observed depth-mean e at stations
4 and 5 (Fig. 13c). At station 3, as stated above, near-bottom
€ at station 3 does not show a marked peak. The phase
agreement at stations 4 and 5 provides more support for the
convective instability mechanism as the source of the turbu-
lence. However, Ji]‘d" is 5-20 times larger than measured e,
which demonstrates that the advective destabilizing buoyancy
flux provides more than enough to explain the observed
turbulence.

There are several reasons for the possible excess. First and
likely most important, a portion of the destabilizing buoyancy
flux is likely to be adiabatic. This reversible part of the in-
crease in potential energy may be returned on the next tidal
swing rather than going into turbulence. Second, cross-canyon
differences in any of the terms going into computing the ad-
vective buoyancy flux and/or measured e could be responsible.
Third, the advective buoyancy flux process should reduce
the lateral stratification over time in proportion to the ob-
served reduction in vertical stratification; however, we have
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FIG. 12. (a) Up-canyon velocity versus height above bottom measured from an up-looking Teledyne RD Instru-
ments (TRDI) ADCP on the MAVS2 mooring (location in Figs. 1 and 2). (b) Stratification, N, measured at epsi-fish
stations 3, 4, and 5, which were just up-canyon from the mooring (Fig. 2). (c) As in (b), but for €. Isotherms spaced ev-
ery 0.1°C are overplotted in all panels. Cyan lines in (a) indicate the 5.22° and 5.75°C isotherms, which are on average
50 and 150 m above bottom, respectively. The same two isotherms from (a) (cyan) are contoured in (b) and (c) in

magenta.

not accounted for this reduction owing to the uncertainties
and assumptions in estimating the lateral gradients from this
simple formula. Fourth, the buoyancy flux provides the po-
tential energy for the convective instability and hence
should be related to the outer scale of the turbulence, which
might be expected to be related to the Thorpe scale (Dillon
1982). It has been argued before that early on in the devel-
opment of turbulence, the Thorpe scale exceeds the Ozmi-
dov scale, so that estimates of € from Thorpe scales exceed
directly measured € by factors of 5-10 (Mater et al. 2013,
2015), similar to the difference seen here between J3% and
e. We do indeed see a similar excess in Thorpe-inferred and
directly measured e (A. Le Boyer et al. 2025, unpublished
manuscript), consistent with this interpretation. Such behav-
ior is generally expected in early turbulence where static in-
stabilities have been created but have not fully developed
into turbulence (Smyth et al. 2001; Mashayek et al. 2021).
Hence, it may be that the destabilizing buoyancy flux has
created a static instability that has begun to be turbulent,
but will not fully convert its potential energy into dissipation
until further up canyon.

f- The epsi-fish’s reference frame

We here make an effort at determining the degree to which
the profiler follows the flow. Untethered profilers are known
to follow the background flow on scales larger than the vehi-
cle length very well (e.g., Hayes et al. 1984), but the added
drag of a long tether adds uncertainty. For stations 3, 4, and 5,
which were very close to the MAVS2 mooring, we compute
the mean up-canyon velocity over the mooring’s full extent,
30-280 m above bottom, and integrate it in time to obtain the
up-canyon displacement a perfect flow follower would go.

Though we did not acoustically track the epsi-fish’s trajectory,
it is straightforward to compute its along-canyon distance as-
suming it remains on the thalweg from the closest bottom ap-
proach for each profile (measured as the maximum instrument
depth plus the altimeter distance to the bottom) by the bottom
slope, estimated from the bathymetry at that location. In spite
of some differences at station 3 (Fig. 14), good agreement is
seen, suggesting the vehicle does follow the flow to a large de-
gree. Sources of error include the lack of velocity measurements
from 280 to 400 m above bottom, along-canyon variability in
currents, changes in bottom slope, and vertical shear.

The effect of the epsi-fish’s moving reference frame is also
evident in temperature, as seen by comparing the isotherms
observed at the mooring (Fig. 12a) and at the epsi-fish sta-
tions. The cyan contours in Fig. 12a are the same potential
temperature values, 5.22° and 5.75°C, as the magenta curves
in Figs. 12b and 12c. The two isotherms appear higher above
the bottom at MAVS2 because it is in deeper water than the
epsi-fish stations. More importantly, the vertical excursions
are much greater in Fig. 12a than in Figs. 12b and 12c because
the epsi-fish follows the flow to the degree just demonstrated.
Of course, if it were perfectly Lagrangian and there were no
shear, isotherms in Figs. 12b and 12¢ would remain flat. In-
stead, isotherms observed by the epsi-fish are observed to rise
and fall on up-canyon and down-canyon flows, respectively,
consistent with the epsi-fish moving up canyon slightly slower
than the depth-mean flow.

g Buoyancy flux and mixing efficiency calculations

Our calculations of J, and I" are presented beginning with
station 5 (Fig. 15). At the upper left, buoyancy flux from the
080 method (i.e., 0.2€) is plotted versus potential temperature
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FI1G. 13. (a) Up-canyon velocity computed as the depth mean over the bottom 100 m (thin) and as the difference be-
tween velocities at 100 and 25 m, the closest measurement to the bottom (thick). (b) The term N* averaged over the
bottom 100 m from each epsi-fish station (thick). The destratification rate (N?)/t from (11) is overplotted for stations
4 and 5 (dashed). (c) The term e averaged over the bottom 100 m from each epsi-fish station (thick) and (thin gray)
one-tenth the advective destabilizing buoyancy flux Ji4 [(10)].

and time. At the upper center, the equivalent quantity com-
puted using WD96 [(6)] with N = 1 is plotted using the same
color axes. In each panel, the rise and fall of temperature sur-
faces seen in Fig. 8 are now evident as the appearance and dis-
appearance of those isotherms from our record either from
the top or the bottom. That is, the values with white immedi-
ately below are those closest to the seafloor. Some distortion of
the water column is inherent in such a temperature-coordinate
view (Pinkel et al. 1991), since regions of relatively weak
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FIG. 14. Up-canyon displacement of the epsi-fish at stations 3, 4,
and 5 (heavy) and the integrated depth-averaged, de-meaned ve-
locities from the nearby MAVS2 mooring (thin).

stratification occupy a large physical volume but only have a
few isotherms. The magenta isotherms plotted before now
appear as horizontal lines. The region of very strong dissipa-
tion and mixing in Fig. 8 can be seen beginning with water
near 6°C, moving to cooler and cooler water as time pro-
gresses. Buoyancy flux computed using the O80 and WD96
methods gives similar values, because the weaker stratifica-
tion is accounted for in (6), which is remarkable given that
no averaging has been done for either calculation.

If I' were uniform and 0.2 everywhere and at all times, the
upper left and center panels of Fig. 15 would be identical. In
reality, differences are seen, but they do not conspire to mod-
ulate I' more than a factor of 2 or so. Given the assumptions
and averaging assumed in both the O80 and WD96 methods,
the qualitative degree of agreement at individual times and
depths is remarkable. These statements are made quantitative
first by computing the time-mean values of J, from each
method along each isotherm (lower left); I' (lower center) is
then simply the ratio of JVP%/e. Though it makes little quanti-
tative difference, we note that N-profile averages are com-
puted on each isopycnal before ratios are taken, following (6)
and (8). That is, mean J}, is not the same as the isopycnal aver-
age of all of the J,, values plotted in the top row (which have
N = 1). As described above, 95% confidence limits on I are
estimated from the number of profiles N (lower right, red),
which depends on temperature as isotherms enter and exit
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FI1G. 15. Buoyancy flux for station 5: (top left) J, versus temperature and time from O80, (top center) J,, versus temperature and time
from WD96, and (top right) x versus temperature and time. Horizontal magenta lines are the isotherms plotted in the previous figures,
and profile times are indicated at the top with ticks. (bottom left) Station-mean J, from each method. Station-mean  is plotted in gray for
reference, divided by 10 to fit on the plot. Error bars computed as in the text are plotted for the O80 estimate (dashed); error bars for the
other quantities are identical. (bottom center) Mixing coefficient I" versus temperature, with error bars (dashed) computed as in text. The
vertical dashed line indicates the O80 value of 0.2. (bottom right) The number of profiles (red) and the number of € and y measurements
going into each J, estimate (divided by 10 to fit on the plot).
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our vertical profiling range as shown in the leftmost two pan-
els. The number of raw 1-m € and y samples going into each
average is also shown (lower right, blue; divided by 10 to fit
on the plot). As expected, confidence drops on the warmest
and coldest isotherms in the vertical profiling range owing to
fewer profiles reaching those temperatures, as can be seen in
the two rows.

Observed mixing coefficient I" increases moving to colder
(deeper) water, but is only statistically different from 0.2
(dashed) between 6 = 5.6°-6°C and 4.8°-5°C at this station,
consistent with the good agreement in the depth profiles of
J¥P% and JO% (bottom left). (Error bars are relatively large
given the short station duration.) Both buoyancy flux esti-
mates are enhanced relative to the warmest water sampled at
the station but increased only slightly toward the bottom. Sta-
tion-mean y is also plotted for comparison (gray), divided by
10 to fit on the plot.

At the deeper, near-critical station 7 (Fig. 16), the close
agreement is once again seen in the patterns of buoyancy flux
estimated using the O80 and WD96 methods, but the time-
mean buoyancy flux from WD96 (lower left, purple) exceeds
that computed from O80 (blue) at all depths. Correspond-
ingly, I hovers between 0.4 and 0.6, only decreasing to 0.2
closer to the bottom, in contrast to the supercritical stations.
This station proves to be an anomaly from the other stations,
leading us to speculate if mixing efficiency over near-critical
slopes might be greater than over supercritical ones. Unfortu-
nately, the FPO7 sensors on the other near-critical station 2
had poor calibrations, and so we cannot reproduce this result
from that station.

Finally, station 12 (Fig. 17) shows similar buoyancy flux and
mixing coefficient patterns as station 5. The Hovmoller plots
once again show a close match between buoyancy flux pat-
terns computed using the two methods (upper left and upper
center). Time-mean buoyancy flux (lower left, purple and
blue) matches closely on warmer isotherms, but the WD96 es-
timate exceeds the O80 estimate by approximately a factor of
2 at depth. Consistent with expectations for the ocean interior
as described in the introduction, r (bottom center) is ~0.2 for
0 > 7°C, increasing to 0.4-0.6 on deeper isotherms. Because
of the longer time series, error bars for stations 7 and 12 are
tighter than for station 5.

We conclude by plotting all station-mean profiles, and the
mean over all stations, of I' computed identically as for the
three example stations shown (Fig. 18). Profiles are plotted
versus height above bottom using the mean height above bot-
tom of each isotherm plotted previously. With the exception
of the near-critical station 7, all profiles show similar behavior
as stations 5 and 12 which were described in detail above,
with I close to 0.2 aloft and increasing to 0.3-0.7 approaching
the seafloor. At no station does mixing efficiency decrease be-
low 0.2 approaching the bottom.

4. Summary and discussion

This paper has used 12 highly resolved microstructure sta-
tions, spanning 1-4 tidal cycles each, to compute the kinetic
energy and thermal variance dissipation rates, buoyancy flux,
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diffusivity, and mixing efficiency in a submarine canyon that is
known to be undergoing diapycnal upwelling (Wynne-Cattanach
et al. 2024) and convective instability, as shown here. The physi-
cal processes that conspire to give upwelling, when turbulence
increases toward the seafloor and therefore would give downw-
elling in a 1D model, are discussed in Garabato et al. (2024,
manuscript submitted to Nat. Geosci.). The degree to which
these results are generalizable to other canyons and sloping re-
gions of the ocean’s bottom remains an open question. How-
ever, for our canyon at least, our work appears to rule out one
explanation of the phenomena suggested in St. Laurent et al.
(2001), namely, that I" goes to zero in a broad bottom boundary
layer (300 m thick in their inverse). To the contrary, our data
indicate that if anything, I" increases toward the seafloor. Of
course, we can make no statements about the bottom 0-10 m
where we have little data. On the other hand, the upwelling
in our canyon observed by Wynne-Cattanach et al. (2024) ex-
tended much higher above the seafloor than 10 m. Further
work should prioritize understanding the generalizability of
our results to larger-scale regions such as the Brazil basin
(Polzin et al. 1997) and the abyssal circulation in general.

Hence, our observed buoyancy flux profiles generally in-
crease toward the seafloor, which would give downwelling in a
1D model, not upwelling. Even assuming a constant buoyancy
flux in a canyon with an area shrinking toward the seafloor as
did Kunze et al. (2012), the resultant upwelling is 100 times
smaller than documented by a dye release (Wynne-Cattanach
et al. 2024). The slight decrease in I" toward the seafloor below
150 mab, even if real, is similarly at least an order of magni-
tude too small to impact mean buoyancy flux. A 1D treatment
simply does not explain the observed upwelling.

We suggest that the upwelling process near sloping bottoms
occurs instead through an intrinsically 3D process involving
strong lateral motions, which involves a rapid exchange of
fluid with the interior ocean. Such exchange has been observed
in other canyons (McPhee-Shaw 2006) as well as in the present
canyon (Wynne-Cattanach et al. 2024). That is, upwelling hap-
pens in a rectified process wherein parcels each tidal cycle are
swept in contact with the bottom, where they mix and upwell
vigorously because the only water nearby is warmer—than
they get swept into the interior.

Though not a complete explanation, we do note that the
numerical simulation of Winters (2015), which was close in
parameter space to the BLT canyon, qualitatively reproduces
many of the features we observe in our dataset including dia-
pycnal upwelling. Specifically, close examination of Fig. 1 in
Winters (2015) shows that the domain is warming even
though turbulence in the model increases toward the seafloor.
Though it could be that the model is not yet in steady state
for other reasons, the rate of warming is consistent with up-
welling at a similar rate to that observed by Wynne-Cattanach
et al. (2024). That is, the model did not have a deep water in-
flow, but the water was warming at a rate that would have bal-
anced the inflow had it been present. We suggest that more
similarly resolved simulations be conducted to investigate the
detailed 3D processes that affect upwelling.

The observed tendency for I' to increase toward the sea-
floor appears consistent with past observations using the O80
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FI1G. 16. As Fig. 15, but for station 7.

and OC72 methods to estimate I" (Ijichi et al. 2020), who ar-
gued that the increase could indicate greater convective insta-
bility near the bottom. Since we have demonstrated that
convective instability is in fact occurring in the bottom 100 m
in our data, we find this explanation plausible. The additional
finding that ' remains 0.4-0.5 aloft at the station atop the
near-critical slope is intriguing, but unfortunately cannot be
confirmed in our data as we have only one station. It may be

fruitful to return to numerical simulations of breaking over
critical slopes such as Slinn and Riley (1996) in order to deter-
mine whether increased I' is expected over critical slopes.

In a separate work, we will use our densely sampled data to
test theoretical predictions of the evolution of J, and I' with
“overturn age” or time since the instability that led to the tur-
bulence. Here, we instead present a simple suggestive plot that
I" may depend on the tidal phase. In Fig. 19, J, and € (top) and
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F1G. 17. As Fig. 15, but for station 12.

I (bottom) are calculated for station 12 by averaging be-
tween the 6° and 6.5° isotherms, where time-mean I is ap-
proximately constant in depth. In this first attempt of which
we are aware to calculate a time series of the mixing effi-
ciency, suggestive variability is present, with I varying from
~0.2 to 0.8. A hint of the tendency for the strongest turbu-
lence to be the most efficient [so-called Goldilocks turbulence;

Mashayek et al. (2021)] is seen, but more analysis is
needed.

Although we have applied the recipe in WD96 section 7 ex-
actly, we nonetheless note two limitations of its application to
real microstructure datasets. First, WD96 points out that the
N-profile averages converge to the full volume averages as N
goes to infinity. However, because the sorting in WDY6 is
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FIG. 18. The I versus height above bottom for all stations (colors) and for the mean over all sta-
tions (thick black). Error bars differ by station, but are similar to those plotted in Figs. 15-17.

assumed to be done to a snapshot, this is not strictly true if
the N profiles contain time variability. In that case, some vari-
ability between isosurfaces may be due to temporal changes
rather than diascalar fluxes. Though our data are less affected
by this issue than most microstructure datasets because we
flow the flow to a degree, we acknowledge it as a possible
source of error in our technique. Second, in regions where
isotherms are nearly vertical or inverted such as ours, it is
asserted, rather than having been demonstrated, that the

method of determining z* from the N-profile average of 6
converges. The percentage of our records that are inverted O
(10%-20%) is large compared to datasets in regions where
convective instability is not happening, but we believe that it
is nonetheless small enough for our averages to converge. A
future study will apply these techniques to subsampled model
data to determine the limitations.

We conclude with a final caveat. One aim of this work has
been to estimate the mixing efficiency as a function of height

12:00

18:00 12:00

FIG. 19. The (top) € and (bottom) " versus time for station 12, averaged over 6°~6.5° isotherms. The heavy line in
the lower panel is a centered hourly running mean. Vertical dashed lines in both panels indicate a 12.4-h semidiurnal

tidal period.
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above bottom in order to examine the possibility that turbu-
lence is less efficient near the bottom, presumably owing to
the reduced stratification predicted by time-invariant models,
but the same strongly advecting “internal swash” that leads to
strong boundary/interior exchange also complicates this sim-
ple goal, even for our data which were often within 15 m from
the bottom. That is, an examination of the isotherm records
during a typical 12-h station (e.g., Figs. 8-10) shows that water
parcels trace out energetic excursions into and out of the bot-
tom boundary. It is important to recall this when interpreting
Fig. 18 which plots [' versus the mean height above bottom
averaged over a tidal cycle: Water parcels sweep through a
large range of height above bottom, turbulence intensity, and
stratification during any tidal cycle. A second aspect of this ca-
veat is that, particularly close to the bottom, the strong tidal
displacements mean that some isotherms are not present for
the entire tidal cycle as they are swept below our records. As
such, the truly near-bed dynamics expected in the lower few
meters (van Haren et al. 2024) are at best partially resolved in
our profiler data. The impact of this incomplete sampling is
unknown.
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APPENDIX

Buoyancy Fluxes When Salinity Contributions Are
Nonnegligible

Because salinity microstructure is extremely hard to measure,
buoyancy fluxes from OC72 or WD96 are computed using meas-
urements of thermal dissipation rate x via (5). However, when
salinity contributes nonnegligibly to density (say R, < 10),
an additional term —gB(w’S’) must be included. It can
be simply shown (Nash and Moum 1999, 2002) that if heat
and salt turbulently diffuse downgradient at the same rate
Ks = K7, then

(A1)
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In that case, the total buoyancy flux including salinity
fluxes, in a double diffusively stable profile, equals
Tt=(0~RNIL, (A2)
where JI is the temperature-only buoyancy flux computed
using (5) and (6). All estimates of buoyancy flux from ther-
mal dissipation rate y, and any resulting estimates of I', are
subject to this potential high bias due to unmeasured salin-
ity fluxes. For our values of R, = 2.5-5, (eqn:jbs) indicates
that /I would be high by 40% and 20%, respectively. How-
ever, while we would expect k7 = kg for very strong turbu-
lence, numerical simulations (Gargett 2003; Gargett et al.
2003; Smyth et al. 2005) have found kg < k7 for buoyancy
Reynolds numbers < 100, which is physically sensible since
mixing events that do not go to completion may not persist
for sufficient time to allow the much slower molecular salt
fluxes to fully act.

The only direct measurements of ys and kg are by Nash and
Moum (1999, 2002) and Alford et al. (2006), using closely
mounted microconductivity sensors and a fiber-optic refractom-
eter, respectively. Nash and Moum (1999) found s = 0.75«7,
while Nash and Moum (2002) found ks = (0.6-1.1)k7, respec-
tively. The term ks < k7 does reduce the high bias (e.g.,
ks = 0.75k7 reduces the overestimation for R, = 2.5 from
40% to 30%), but enough uncertainty remains that we sim-
ply note the potential for bias and the associated complica-
tions rather than attempt to correct for it.

At the end of the day, salinity fluxes were not measured
in our experiment and hence are unaccounted for. Hence,
we acknowledge a worst-case high bias of our I' estimates
due to this effect of 40% and a possible worst-case trend in
I' of 12%(=1.4/1.25) over the full-depth range of our meas-
urements due to the variations in R,,.
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